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Abstract: This paper comprehensively reviews how innovation and growth are modelled in theoretical and
empirical literature. We distinguish between economic modelling (microfounded) and econometric modelling
(ad hoc). The two modelling approaches are complementary to each other for their comparative advantages in
causality identification and forecasting performance. Popular models of the two approaches are illustrated and
compared. We also propose an eclectic approach to combine the two approaches in one analysis framework.
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1. Introduction

Innovation is the engine for economic growth (Romer 1990; Aghion and Howitt 1992), and a sustainable economic
growth is the key to resolve many socio-economic problems such as public debt, pension deficit, and social
welfare (Foreman-Peck and Zhou 2020). However, the output of innovation—knowledge and technology—has
worldwide impact and permeates across borders. This paper aims to study the determinants and effects of R&D
or innovation activities in the OECD countries, taking into account the dynamic inter-dependencies between the
domestic and global macroeconomic environments. The current economic research in this field is divided into two
disconnected strands. One adopts the theoretical economic modelling framework, such as Dynamic Stochastic
General Equilibrium (DSGE) techniques, widely used by government policymakers to conduct the innovation
policy evaluation. The other is traditional econometric modelling framework, such as panel vector autoregression
(PVAR) techniques, widely used by empirical studies to describe the data. This paper proposes to integrate both
modelling techniques in one unified empirical framework to model a panel data of innovation activities in the
OECD countries. This provides robust conclusions on the role of innovation in a globalized economy and how
shocks are propagated across countries. Innovation policy implications can also be drawn based on this model,
which can be used to simulate the counterfactual consequences of alternative policy arrangements (Foreman-Peck
and Zhou 2022).
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This paper comprehensively reviews the economic and econometric modelling approaches in the existing
literature. It discusses the applications in different data types like cross-sectional, time-series, and panel data
contexts. The paper aims to make a methodological contribution to bridging the theoretical and empirical research
on innovation by providing a model guideline.

2. Literature Review

To explore the relationships among variables of interest, one can either follow “let data speak” philosophy to
postulate a set of relationships qualitatively consistent with some economic theory or follow “let theory speak”
philosophy to derive a set of relationships quantitatively consistent with some economic theory. We can term the
first paradigm the “econometric modelling approach” and the second the “economic modelling approach”. The
econometric approach encompasses both reduced-form econometric models (e.g., cross-section regression models,
time-series VAR models and panel VAR models, see Canova and Ciccarelli 2013) and structural-form econometric
models (e.g., cross-sectional simultaneous equation models (SEM), time-series SVAR and panel SVAR models,
see Pedroni 2013). Though the structural-form models explicitly incorporate some economic theories into the
econometric models, these restrictions are usually imposed piece by piece without systematic derivation. In other
words, both reduced-form and structural-form econometric models are ad hoc in nature. By contrast, the second
approach (e.g., DSGE, see Zhang and Zhou 202 1) starts with well-defined economic problems, such as consumer’s
utility maximization and firm’s profit maximization, and systematically derives all the equilibrium conditions.
These conditions are microfounded in nature because they are coherent and consistent with the microeconomic
optimization principle. In fact, the economic models can be treated as imposing a set of theoretical restrictions on
econometric models, so that the structural parameters and shocks are meaningfully identified.

A fundamental disadvantage of econometric models is its lack in theoretical foundation, but this is also its
advantage—relatively free from wrong theories. They are usually more useful to summarize the stylized facts
from the observed data, but they have limitations in counterfactual policy analysis and forecast in the light of the
famous “Lucas Critique” (Lucas 1976). Alternatively, the economic models are designed to be immune to the
Critique because all parameters and shocks in economic models are definitionally identified. More importantly,
the econometric models require all variables to be observable, and omission of relevant variables will induce bias
in estimation. The economic models, on the other hand, do not rely on this demanding requirement—unobservable
variables can be easily handled by various techniques such as Kalman filter and particle filter in estimation.
Similarly, the advantage of economic models is also its disadvantage. The validity and performance of the
inference based on economic models will be undermined if the economic models are misspecified.

Seeing the relative advantages and complementarity of the two approaches, in this paper we will use
both ad hoc econometric modelling techniques—Panel VAR (PVAR), and microfounded economic modelling
techniques—Multi-Country DSGE model. The focus in comparison is the impulse response functions derived
from these models.

3. Ad Hoc Econometric Modelling

To model panel data, the simplest approach is to use fixed effects (FE) or random effects (RE) models to capture
the heterogeneity in the intercept across individuals and time.

Yit = o+ a; + B'Xy + &5, whereey ~ 11D (0,07) (1)

y;¢ 1s the innovation expenditure to be explained in country % at ¢;

X;¢ 18 the state variables to explain y;;, probably including lags;

« is the intercept common to all countries and years;

«; is the country specific fixed/random effect;

oy 1s the time specific fixed effect;

f3 is the slope coefficient vector common to all countries and years;

€;¢ 18 the error term assumed to be uncorrelated with «;, X;; and itself over 7 and ¢.
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Two limitations exist for this naive reduced-form econometric model: (i) the slope coefficients are assumed

homogenous; (ii) the shocks are assumed homogeneous and orthogonal, which means the shock in one country

has no correlation with the shock in another. In a country level panel data, both assumptions are not quite true.

To fully capture the interdependencies and heterogeneities across countries over time, we need to use PVAR.
For illustration purpose, consider a simple VAR(p) without cross-sectional variation:

y, = A(t) + B(t)y,_, + C(t)z; + €, where ¢, ~ IID (0,X) )

y, is all the IV,, endogenous variables at ¢, e.g., GDP, inflation, exchange rate;

y,_, is the N,, endogenous state (predetermined) variables at ¢;

z; is the N, exogenous state variables at ¢, e.g., oil price;

A(t) contains the deterministic components: constants, seasonal dummies and trends;
B(L) is a p-th degree polynomial in the lag operator L;

C(L) is a g-th degree polynomial in the lag operator L;

€, 1s the error term assumed to be uncorrelated with z;.

PVAR combines the spirits of model (1) and model (2). For i € [1, N] countries:
y, = Ai(t) + Bi(t)y,_, + Ci(t)z, + €;, where g4 ~ IID (0,%;) 3)

y,, is all the IV,, endogenous variables at ¢ for country ¢;

y,_, is the N,, N endogenous state variables (both domestic and foreign);

7, is the N, exogenous state variables at , e.g., oil price and (maybe) foreign y3';
A;(t), B;(L), C;(L) and ¥;; are now all country specific.

The PVAR with p endogenous lags and ¢ exogenous lags is denoted as PVAR(p, ¢). There are three differences
from the simple VAR”: (i) intertemporal interdependencies: lags of all endogenous variables of all countries
enter the model for country 4; (ii) intratemporal interdependencies: €;; is generally correlated across countries,
ie, X;; = Covley, et # 0fori # j; and (iii) cross-sectional heterogeneity: the intercept, the slope and
the variance of the error terms are country specific. As a special case, the PVAR models used by Holtz-Eakin
etal. (1988) and Love and Zicchino (2006) in microeconometric literature only assume a heterogeneous intercept
A;(t). Also, the simple FE/RE models can be treated as a univariate special case by noting that the state
variable x;; in equation (1) corresponds to the endogenous state variables y, ; and exogenous state variables
z; in Equations (2) and (3).

A key difficulty of estimating the PVAR model is the “curse of dimensionality”. In general, a
PVAR(p) with N countries, N,, endogenous variables, N, exogenous variables, p endogenous lags and ¢
exogenous lags has NV, (2 +pNN,+(¢g+1)N, + BN”TH) parameters’ to be estimated. For example, a
two-country-two-variable PVAR(1,0) with one exogenous variable will have 140 parameters. Other things
unchanged, if N,, = 7 as in most closed economy DSGE models, then there will be 392 parameters.
Macroeconomic data are usually quarterly, so the observations are far from enough to estimate the PVAR
parameters. The only way is to impose some restrictions so that a parsimonious form can be used to reduce
the parameter dimensionality. We propose two popular ways”* to impose the restrictions: PVAR with linear factor
structure and Global VAR (GVAR).

If current foreign variable y;“t is included as an exogenous variable, we will have a Global VAR model.

The first two are termed as dynamic interdependencies and static interdependencies in Canova and Ciccarelli (2013), but the meanings
of “dynamic” and “static” are a bit misleading and not as precise as the ones used here.

This is the case with constant and a linear time trend. If three seasonal dummies are included, then there will be 3N N,, more coefficients.
There are other approaches, such as Bayesian VAR (Banbura et al. 2010), dynamic factor models (Stock and Watson 2011) and FAVAR
(Bernanke et al. 2005). See Canova and Ciccarelli (2013) for a comparison.
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3.1. Panel VAR with Linear Factor Structure

Following Canova and Ciccarelli (2013)°, we can rewrite Equation (3) in a simultaneous equation form by stacking
the N N,, equations®:

y, = XyP + &, where ¢, ~ I[ID (0,3) @)
® ¥, =[Yis;Yos---; Yy is stacked endogenous variables for all countries;
X;=Inn, ® [1, LY -1, Y 22, ,z’t_p] is stacked state variables;
B = vec([A,B1,...By, Co,Cy,...,Cyl) is stacked coefficients, where the coefficient matrices are stacked
vertically, e.g., By = [B11;B21;...;Bi1;...; Bai];
o & = [gqy;...; Eny) is stacked error terms.

The length of the coefficient vector 3 is NN, (2 + pNN,, + (¢ + 1) N,), which can easily exceeds the sample
size available. Noting that 3 varies with countries and with variables among others, it is therefore possible to
model the variations of 3 by K parsimonious factors’:

B=Fio1+Fep2+... +Fror + & (5)

This is essentially a linear model of the coefficient vector 3. The “regressor” or factor F; has known inputs
which can be determined with respect to the corresponding element in (3, while ¢ captures the “factor loading”
effect. For example, ¢; is usually the common factor across countries and variables, so it is a scalar and the
corresponding F; is a vector of 1s. @2 could capture the factors common within countries, so its length is IV
and the corresponding F5 is an indicator matrix with columns identifying countries. @3 could capture the factors
common within variables, so its length is /V,, and the corresponding F3 is an indicator matrix with rows identifying
variables. One can flexibly add or omit more factors in the model to suit the scenario at hand.
Combine Equations (4) and (5), we then end up with a multivariate regression model:

K ~ ~ ~
Y. = Zj:l th(pj + ¢, where th = XtFj and € = & + th, (6)
This is a much more parsimonious form compared to Equation (3), since the parameters to be estimated are @,
which can then be used to derive (3 via Equation (5). Classical OLS can provide the consistent estimates.

3.2. Global VAR

Following Pesaran et al. (2004) and Dees et al. (2007), the exogenous state variable z; in the general PVAR
Equation (3) can be divided into two parts: the common global exogenous variables, such as oil price, and the
country-specific exogenous variables. In GVAR models, the country-specific exogenous variables are defined as
weighted averages of corresponding foreign variables. Since the foreign variables are included in the exogenous
state variables, the endogenous state variable only includes domestic endogenous variables. Equation (3) can
therefore be written as a VARX(p, q) model:

Vi = Ai(t) + Bi(L)y,_, + C1;(L)y;j, + C2;(L)z; + &, where £ ~ 11D (0,X;;) @)

y,; is all the IV,, endogenous variables at ¢ for country ¢;

Yi 1 18 the N,, endogenous state variables for country ;

y7, is the V,, country-specific exogenous state variables for country i;

z; is the N, common global exogenous state variables at ¢, e.g., oil price;

5 Note that this method is different from the FAVAR despite similar names.

Note that this paper uses the Matlab conventions in defining matrix, i.e., a semicolon “;” means stacking vertically, and a comma “,”
means stacking horizontally. All vectors are column vectors.
It is similar to principal component analysis or factor analysis, but the factors defined here are more flexible.
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e A(t),B;(L),C1;(L), C2;(L) and X;; are all country specific.

The exogenous state variable y7; is defined as:

N
* . —
vi=D =g Wis¥je, Withwi; =0

The weights w;; can be derived from bilateral trades or capital flows between country ¢ and the rest of the world.
Intuitively, the relative importance of country j’s GDP on that of country 7 can be described by the trade share of
country j to country ¢ relative to the rest of the world; the relative importance of country j’s investment on that
of country % can be described by the capital flow share of country j to country ¢ relative to the rest of the world.

Note that the dimensionality of the PVAR is greatly reduced, since the “intertemporal interdependencies” are
now captured by a single factor y¥. Hence, other things equal, there will be NN2 (pN — p — q) less parameters
to be estimated in the VARX(p, q).

To estimate GVAR, the first step is to conduct country-by-country estimation of Equation (7) or a VECMX
form of it to take into account cointegration:

Ay = Ai(t) + ot (BiyYiip + Biyx¥itp + BigZit—p) + CL(L)AYS, + C24(L)Az; + €4 ®)

The second step is then to combine the country-specific VARX into a global specification—the GVAR. Note that in
this step there is no estimation involved, and it is purely algebraic derivation. Define a “selection matrix”, which
is an indicator matrix picking up country-specific endogenous variables from the global vector of endogenous
variables: y,, = S;y,. Also define a “link matrix”, which consists of the weights of country-specific exogenous
variables from the global vector of endogenous variables: y¥, = W,y,. Rewrite the estimated Equation (7) using
the two matrices for country i:

Si¥, = Ai(t) + Bi(L)y,_, + CL(L)Way, + C2i(L)z; + e4t ©)
Rearrange Equation (9), resulting in a country-specific model:
Diy, = Ai(t) + Ei(L)y, ; + C2:(L)z: + £ (10)

Stack all country-specific models to finally get the GVAR:

= N ~ A A
Ye =F(t) + P(L)y,_y + Q(L)z¢ + &1, ory, =X +D & (11
o Y, =[Y14;¥o;---; Yy is stacked endogenous variables for all countries;
o Xi=Iyn, QLY i1, Yip, 2,241, ..,2/4_p] is stacked state variables;

e P =vwec ([IAT, f’l, .. .ﬁp, QO, (A)17 ... ,Qq]) is stacked coefficients;

o ¢ is stacked residuals.

The estimated GVAR in Equation (11) can be used for further inferences such as impulse responses and simulation.
A remarkable advantage of GVAR is that the spillover effects of shocks across countries can be explicitly described.
For example, one can easily derive the effect of a productivity shock in the US on the output in the UK.

4. Microfounded Economic Modelling

There should be two components in this microfounded model. First, we need to build a relevant DSGE model
with common structure to all countries in the sample; second, we need to specify some link equations to describe
the technology spillover mechanism among others. The following two subsections describe the basic features of
the two model components.
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4.1. The DSGE Model Component

The DSGE model component can be based on Harada (2017) NK model with innovation sector, Dees et al. (2014)
MCNK model, Romer (1990) model, Grossman and Helpman (1991) model, Aghion and Howitt (1992) model,
or any other model with a separate R&D sector. Since our focus is innovation—a real economic activity, we could
put aside the nominal/monetary aspects without losing generality® and employ an RBC-type DSGE model. In this
scenario, endogenous variables can include output (Y;), consumption (C}), sector-specific employment (Ls;) and
capital (K s;) with s = 1, 2, human capital (H;) and knowledge capital (X;), whose variations are explained by
exogenous variables including goods sector productivity (A1), R&D sector productivity (A2;), capital flows and
trade flows.

The multi-sector DSGE model for each country specifies the following optimization problems under rational
expectations:

e  Household: max Z:i 0 Btu (C4, leisurey), subject to budget and time constraints’;
e Goods Sector: max IT1y, s. 2. Yz = Al f1 (K1, H L1y, X4 );
R&D Sector: max H2t, s. 1. Xt-‘,—l = (1 — (5)() Xt + A2tf2 (K2t; HtL2t, Xt, Xt*)

Each optimization problem will result in a set of first order conditions describing the equilibrium relationships
between the endogenous variables and exogenous variables.

4.2. The Link Equation Component

In essence, the link equations are used to associate variables across countries to determine the variables which are
treated as exogenous from each specific country’s perspective but endogenous from the global perspective.

Firstly, the production function in R&D sector is assumed to be dependent of both domestic and foreign
knowledge capital stocks. The “foreign” concept here is the same as that in GVAR, i.e., each country is exposed
to a different subset of global knowledge capital. It is reasonable to assume that this knowledge capital X is a
weighted average of all its trade partners.

Moreover, note that currently the trade flows and capital flows, along with exchange rates, are treated as
exogenous to keep things simple. To fully endogenize these variables, we need to redefine C; as a composite
consumption including both domestic goods (C'¢) and foreign goods (C'r;), and also set up a new sector—trading
firms as in Monacelli (2003). In this extended case, we need to specify how the exchange rate is determined such
as PPP or UIP.

After the two structural components are specified, we will have N equations for the /V endogenous variables.
There are well-established techniques to analyse this dynamic stochastic equation system which is nonstationary
and nonlinear. First, to deal with nonstationarity, we can either apply HP filtering or (preferably) divide the
nonstationary variables by a basis variable to convert them into stationary ratios or rates. Second, to deal with
nonlinearity, a standard procedure is to log-linearize the stationarized nonlinear system around the steady state
and use perturbation method to solve the linearized equation system. Note that the structural parameters need to
be calibrated using some initial values 8, so that the equation system can be solved numerically. After obtaining

the linearized solution of the endogenous variables in terms of the state variables, we can then estimate the best 8
following ML procedure or Bayesian procedure. Alternatively, we can also use the Indirect Inference technique as
in Chen etal. (2017). Indirect inference is a simulation-based empirical test for DSGE models using reduced-form
econometric regressions as auxiliary models. In our case, we can use the GVAR developed in the previous section
as the auxiliary model for our purpose.

Based on the estimated value of the structural parameters, we can then draw inferences such as impulse

8 Ifwe try to explain the relationship between innovation and economic growth, then nominal variables would have limited roles according

to New Classical neutrality and super-neutrality propositions.

®  Human capital investment is part of the household choice, since we have data measuring human capital.
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response functions to be compared with those in the econometric models. However, to make meaningful
comparison, we need to impose proper restrictions to identify structural shocks from PVAR.

5. Conclusion

This paper develops an eclectic approach to modelling panel data on global innovation, so that we can unify
two strands of empirical methods. The research expects to have two potential contributions to the literature
on innovation, one descriptive and the other normative. First, by using both economic and econometric
modelling approaches, we can have a more comprehensive and robust understanding of how innovation occurs
and disseminates in a globalized context. It provides a certain degree of identification and freedom of specification.
Second, thanks to the identification provided by the DSGE model with innovation, we can simulate consequences
of alternative innovation policies, not only the long run equilibrium effects, but also the short-run transitional
dynamics. It will be a useful apparatus for policymakers to obtain information on how the economy reacts to
innovation and innovation policies.
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